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1 Introduction

Producing unbiased estimates in o�cial statistics based on survey data becomes more
di�cult and expensive. Accordingly, research on methods using big data for the
production of o�cial statistics is currently increasing [1]. Up to now, big data is rarely
used in statistical production due to its unknown data generating process [2]. However,
in the long-term, using big data in o�cial statistics is unavoidable. Therefore, instead
of using single big data sources, research on combining di�erent probability and non-
probability based datasets is a promising approach to use big data in o�cial statistics.
More speci�cally, the di�erent problems of surveys and big data might be minimized
if the survey and the sensors measure the same target variable and the resulting micro
data can be combined with a unique identi�er. Using this principle, we link survey,
sensor, and administrative data for transport statistics. Using the linked dataset we
apply capture-recapture techniques to validate, estimate and adjust a bias due to
underreporting in the target variables of the survey.

2 Research background

The number of surveys conducted has increased over the last decades [3], while the
nonresponse rates are increasing [4]. In particular, diary surveys imposes heavy re-
sponse burden and yield very low response rates [5]. In the past, mobility and trans-
port diary surveys have been validated and adjusted using GPS data. It has been
shown that these surveys are often downward biased due to underreporting [6]. In
practice, GPS devices cause problems due to intended or unintended switch-o�, de-
lays due to standby mode, battery issues, or the device not being carried [7]. Instead
of using mobile GPS devices we use permanently installed road sensors to validate
and adjust survey estimates. Hereby, the problems caused by respondents impact on
sensors are avoided.

3 Data

The Road freight transport survey of the Netherlands (2015) consists of approximately
35.000 trucks sampled from the national vehicle register. A central objective of the
mandatory diary survey is to collect data on the shipments weights transported by
the trucks. Therefore, truck owners must report the days on which the truck was used
and the corresponding shipment weight.
The sensor data used is collected by the weigh-in motion road sensor network operated
by the national road administration of the Netherlands. 18 stations on Dutch highways
record trucks while they pass the station. While passing, the vehicle's weight is
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measured. In 2015 approximately 36 million trucks were registered by the 18 stations.
In addition to weight, a timestamp and a photograph of the front/rear license plates
of the truck are also recorded. Using the combination of license plate and day, the
trucks in the survey and in the sensor data can be linked one-by-one. Data from the
national vehicle and enterprise data is linked to the sensor data. This results in a
dataset consisting of survey responses, sensor data, technical truck speci�cations and
enterprise characteristics from the registers. Since the sensors measure the weight
of the entire unit (truck, trailer, and shipment) the truck and trailer weights were
subtracted using information from the vehicle register. The resulting value is the
transported shipment weight, which corresponds to the de�nition of reported weight
in the survey.

4 Methods

Linking survey and sensor data results in three subsets of units: Elements in the
survey only, in the sensor data only or in both datasets (Table 1).

Survey response

Sensor detections reported not reported

recorded Sensor ∩ Survey Sensor only

not recorded Survey only �

Table 1: Subsets of linked survey and sensor datasets.

The empty cell contains zero elements, which were either not reported in the survey
or recorded at a sensor station. Using capture-recapture techniques the number in the
empty cell is estimated. We estimate two target variables of the survey: the number
of truck days (D) and the corresponding transported shipment weights (W ). One
truck day is de�ned as a day that a truck has been on the road in the Netherlands.
Six di�erent estimators are applied: two survey estimators (SURV , SURV X), two
conditional likelihood estimators (HUG, HUGint), and two unconditional likelihood
estimators (LP , LL). The estimator SURV is the post-strati�ed survey estimator
and the estimator SURV X is a naive extended survey estimator. The conditional
likelihood estimators are conditioned on the captured elements. Here, heterogeneity
in capture probabilities is modelled using covariates and a logistic regression. The
unconditional likelihood estimator LP assumes homogeneous capture probabilities
within the datasets but di�erent in between the datasets. The estimator LL assumes
independent capture probabilities in the survey and sensor data and uses covariates
to model heterogeneity. The most likely amount is estimated for the survey and
furthermore in speci�c subgroups by strati�cation on administrative variables.

5 Results

Figure 1 shows the six di�erent estimates by estimator and the sampling variance
for all estimators estimated by bootstrapping (3000 bootstrap samples). According to
SURV X the amount of underestimation forD andW is about 6%. The unconditional
likelihood estimators yield about 10% underestimation in the survey for D and about
16% for W . The small di�erence between HUG and HUGint show little e�ects of the
covariates. According to LP the amount of underestimation for D is 19% and for W
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Figure 1: E�ect of estimator on bootstrap estimates of truck days (left panel) and
transported shipment weights (right panel).
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Figure 2: Relative di�erence between SURV and LL for size of vehicle �eet (a) and
type of transport (b).

22%. In both target variables D and W the most likely amount of underestimation
according to LL is about 22% for D and 23% for W .
The large di�erence between the unconditional likelihood estimators shows the e�ect
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of modelling heterogeneity using covariates. We recommend relying on the estimates
of LL since they are based on the full likelihood and take heterogeneity in the capture
probabilities into account. Therefore, we show in Figures 2a and 2b the relative
di�erence between SURV and LL based on the strati�ed analysis. For smaller vehicle
�eets and non-commercial transport even higher amounts of underestimation, up to
28% are found for D and 25% for W respectively.
The proposed combination of data sources and methods seem to produce reason-
able estimates given the literature on underestimation bias in transportation surveys.
However, since the sensors are not randomly distributed, the road sensor data might
also be biased. Moreover, the OCR software does not recognise every single license
plate on the front and/or back of the vehicles, the resulting mismatches may in�u-
ence the results. Finally, imputations methods were used to estimate missing sensor
measurements. A systematic study of the e�ects of these problems on results is the
object of ongoing research.

6 Conclusion

We demonstrated a speci�c use of big data in o�cial statistics for the estimation
of underreporting bias. We combined survey, sensor, and administrative micro data
using capture-recapture techniques. The method presented here is applicable to any
validation study, where survey, administrative, and sensor data (or any other external
big data source) can be linked on a micro-level using a unique identi�er.
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