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Combustion is a multi-physics and multi-scale phenomenon that is part of industries and sec-
tors that modern society heavily relies on, such as transportation, heating systems, industrial
furnaces, electrical energy generation, etc. Numerical simulations of combustion have become
a essential tool in the design process of these intricate systems, providing deeper insights into
the underlying physics and enabling access to data that is either impractical or prohibitively
expensive to obtain through experiments. However, performing high-fidelity numerical simula-
tions of real-scale industrial devices requires the use of large computing resources. Historically,
combustion codes have been developed and optimized for running in CPU-based computers,
but the new generation of supercomputers comes with CPU-GPU heterogeneous architectures
where GPUs bring the opportunity to highly accelerate arithmetic-intensive operations.

The current work presents a novel workload distribution algorithm that seeks for optimizing
the use of CPUs and GPUs in detailed chemistry combustion simulations. Applying operator
splitting [1] to the species equation, Eq (1), commonly used in reacting flows modelling, the
computation is divided in two parts:
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* Transport sub-step. Advection and diffusion terms are solved in the CPU, using third-
order Runge-Kutta explicit scheme in the framework of the Finite Element Method-based
Alya code [2].

* Chemical sub-step. The stiff Ordinary Differential Equation that involves the source term
is computed in the GPU using the implicit Backward-Differentiation Formula bridging
Sundials software [3] with the chemical reaction source code generator, pyJac [4].

The MPI-GPU algorithm assigns to some of Alya’s MPI processes the role of GPUManager,
that will carry the job of computing the chemical integration of the MPI ranks designed to it,
in the GPU, while the non-GPUManager will only perform the transport sub-step. Different
distribution strategies are being tested to minimize GPU data transfers, MPI communication
primitives and synchronizations.
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