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1 Introduction

The X-11 algorithm has been used for seasonal adjustment of o�cial statistics for
decades [1]. It is the seasonal adjustment core in X-12-ARIMA, X-13ARIMA-SEATS
and x13 in JDemetra [2],[3],[4]. Despite its popularity, its use is restricted to half-
yearly, quarterly and monthly data. Yet, new data structures play an increasingly
important role. The number of weekly and daily time series has surged in the last
years and more frequently they are used for economic analysis [5],[6]. Here, we detail
the X-11 algorithm and show how it can be generalised to an arbitrary integer-valued
frequency, such as those relevant for daily data. For this study we use an extension
of JDemetra+ version 3.0.

2 Methods

2.1 X-11

X-11 applies a series of moving averages of order (3× κ), MA3×κ(·), and Henderson-
type moving averages of order γ, HMAγ(·), to the linearised time series (Yt) - either
directly or period-wise - to separate out its unobservable components given in the
basic time series model

Yt = Tt + St + It. (1)

The components comprise the trend-cycle (Tt), seasonal (St), and irregular (It) compo-
nent. The seasonal component captures periodically recurring in�uences with a cycle
length τ . Linearisation refers to any pre-processing, including the removal of outlier
and calendar e�ects and potential transformations of the series such as applying the
logarithm, so that Yt = f(Y ?

t ), where Y ?
t is the unadjusted time series.1

The X-11 algorithm consists of three iterations of sequentially applying weighted mov-
ing averages to the time series and its preliminary and �nal estimated components.
These iterations are named 'B: Preliminary weights of extreme values', 'C: Final
weights of extreme values', and 'D: Final estimates of trend-cyclical, seasonal and
irregular component'. For our purposes, the steps in the B and C iteration are similar
to those computed in the D iteration. But as in B and C solely the estimated ex-
treme values are used in the next steps, we will only present the D iteration in detail
to identify which parts need to be adapted to fully �exibilise X-11. An extensive
introduction to X-11 can be found in [7] and [8].
Most steps in X-11 depicted in algorithm 1 do not require any adaptation, though the
exceptions are particularly important. The �rst exception is the γ parameter in D7

and D12 that governs the estimation of the trend-cycle. For monthly and quarterly
data, γ is set by the user or determined based on heuristics relying on the estimated
variance of a preliminary irregular and trend component (see below). Here, we will
show how these heuristics might be simpli�ed without a loss of accuracy.

1For a thorough discussion of additional transformations and further modelling strategies, see [3].

1



Algorithm 1 X-11: steps in D iteration

1: procedure (Using an extreme values correction (C20,t) calculated in previous
steps, the linearised time series Yt is decomposed.)

2: D1,t ← Yt − C20,t

3: D2,t ← MAτ×2(D1,t)
4: D4,t ← D1,t −D2,t

5: for period ∈ {1, . . . , τ} do
6: D?

5,t∈period ← MA3×κ(D4,t∈period)

7: D5,t ← MAτ×2(D
?
5,t)

8: D6,t ← D1,t −D5,t

9: D7,t ← HMAγ(D6,t)
10: D8,t ← Yt −D7,t

11: Estimate extreme value correction weights wt
12: for period ∈ {1, . . . , τ} do
13: D?

10,t∈period ← MA3×κ(D8,t∈period × wt)
14: St = D10,t ← MAτ×2(D

?
10,t)

15: D11,t ← Yt −D10,t

16: Tt = D12,t ← HMAγ(D11,t)
17: It = D13,t ← D11,t −D12,t

The second relevant parameter is κ which impacts the volatility of the estimated
seasonal component. Until now, κ has been restricted so that κ ∈ {1, 3, 5, 9, 15}. For
higher frequency time series a wider range of values may be necessary. Deriving a
�exible variant of the seasonal �lters is not straight forward. To see this, note that
for any odd m, an MA(γ) �lter for the observation Xt is computed based on the
observations t? ∈ {t− (γ/2− .5), . . . , t+ (γ/2− .5)}. A �lter is said to be symmetric,
if all of t? can be observed. Otherwise, an asymmetric �lter needs to be used so
that the available observations become a higher weight. While the derivation of the
symmetric weights is trivial, as we will see, the derivation of the asymmetric weights
relies on parameters, for which there is no default.

2.2 Simulation design

To investigate how γ could be determined automatically, we simulate a large set of
daily time series based on the extended time series model

Yt = Tt ∗ S(7)
t ∗ S

(365)
t ∗ It (2)

with seasonal factors with frequency τ (S
(τ)
t ).

The non-seasonal (SA) part of the series will be simulated using a versatile ARIMA
model with d ∈ {0, 1}

Y
(SA)
t = Tt ∗ It ∼ ARIMA(1, d, 1). (3)

The seasonal factors are simulated based on a smoothed seasonal random walk. The
initial seasonal factor is given by

S̃
(τ)
t = S

(τ)
t−τ + εt ∼ ARIMA(1, 1, 1),

εt = 0.9εt−1 + ut, ut ∼ N(0, σ2
u).

To ensure that the seasonal factor has the intended magnitude, the standard deviation
is �xed to σS as follows

S
(τ)
t = S̃

(τ)
t /σS̃ ∗ σS.
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3 Results

3.1 A default for the Henderson �lter

For quarterly and monthly data, the automatic choice of an appropriate Henderson
�lter length is determined based on Ī/C̄, with quotients given by

Ī =
1

n− 1

n∑
t=2

abs

(
It − It−1
It−1

)
(4)

and

C̄ =
1

n− 1

n∑
t=2

abs

(
Ct − Ct−1
Ct−1

)
. (5)

where C is the trend-cycle derived by applying a Henderson(13)-�lter to the (prelim-
inarily) seasonally adjusted series. For the �nal trend estimation, γ is set as follows

γ =


9, Ī/C̄ < 1

23, Ī/C̄ > 3.5

13, else.

(6)

We investigate the optimal γ for higher frequency time series, we start with simulating
daily data. As we know the true seasonally adjusted series, our objective is to �nd that
γ for which the mean absolute di�erence between the estimated and optimal seasonally
adjusted series is smallest. De�ning y = g(x) to �nd the smallest odd integer y ≥ x,
the range of potential values is γ ∈ {g(τ ∗ 3/4), g(τ + 1), g(τ ∗ 1.5), g(τ ∗ 2 + 1)} =
{275, 367, 549, 731}, loosely inspired by the rules used for monthly data.
As can be seen in �gure 1, there is no apparent exploitable relationship between Ī/C̄
and the optimal �lter length. We therefore suggest using γ = g(τ + 1) as a default for
an arbitrary frequency. In our sample of simulated time series, using this �lter length
leads to the lowest mean absolute di�erence, as it is long enough to ensure, that no
seasonal behaviour is captured in Tt while maintaining su�cient �exibility.

3.2 Flexible seasonal �lters

The seasonal �lters used for lower frequency time series may not be su�cient for daily
data. [6] shows that the estimation of the day-of-the-week e�ect, often very stable
�lters are needed.
As discussed above, obtaining �exible symmetric seasonal MA �lters is straight for-
ward. The challenge lies in �nding appropriate asymmetric �lters.
The asymmetric �lters use weights derived by [9]. These M weights v1, ...vM can be
calculated by

vj = wj +
1

M

N∑
i=M+1

wi +
(j − M+1

2
)D

1 + M(M−1)(M+1)
12

D

N∑
i=M+1

(i− M + 1

2
)wi. (7)

[8] argue empirically that D = 9.8 should be used. We will investigate this further
based on simulated time series.

4 Conclusions

Based on the results presented here, a �exible X-11 is constructed, that can be used
to seasonally adjust any integer-valued frequency. Next, we want to further analyse
the defaults for D and γ based on a large scale simulation study. Additionally, we
want to �nd a sensible default for κ, i.e. the order of the seasonal moving averages.
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Figure 1: Relationship between I/C ratio and optimal Henderson �lter length for daily
data. Only includes the observations for that γ for which the mean absolute di�erence
between simulated and estimated seasonally adjusted series is minimal.
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