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1 Abstract

The concept of differential privacy gained substantial attention in recent years being
the only standing approach offering formal privacy guarantees, which hold irrespective
of the sensitivity of the data and of the assumptions regarding the background knowl-
edge of a potential attacker. Since the seminal paper by Dwork et al. [1] was published
in 2006, thousands of papers mostly from the computer science community addressed
the topic from various perspectives. Given its roots in theoretical computer science,
it is perhaps not surprising that most of these works approached the problem from
a theoretical perspective. While new algorithms that satisfy the differential privacy
requirements for specific analysis tasks are proposed almost every other day, their
performance is typically only evaluated by looking at measures such as the maximum
expected error under asymptotic regimes (i.e., assuming n→∞). Evaluations based
on real data are sparse, although it is well understood that the relative advantages of
different algorithms crucially depend on the size and structure of the available data
(see [2] for a nice illustration of this phenomenon). Despite the limited experience
in practice, the concept of differential privacy has been embraced by the industry in
recent years. Many companies, especially in the tech industry, such as Google [3],
Apple [4], Microsoft [5], Facebook [6] or Uber [7] have deployed the concept for some
of their products or are currently conducting research with the aim of implementing
the approach in the future.
Despite the excitement in academia and industry, the enthusiasm at government agen-
cies and national statistical institutes (NSIs) has been limited so far. While some
agencies explored the feasibility of the approach in limited settings [8, 9], the only
large-scale deployment of the approach for many years was OntheMap, a graphical in-
terface offered by the U.S. Census Bureau showing commuting patterns in the United
States. The underlying data are protected using an algorithm which satisfies ε − δ-
probabilistic differential privacy [10]. This changed recently, when the U.S. Census
Bureau announced that it will adopt differential privacy for the decennial Census 2020
[11]. Compared to most other data products gathered at NSIs which are based on
surveys with limited sample sizes and hundreds of variables, protecting the Census
seems to be a straightforward task: it contains hundred millions of records and only
asks seven questions. Still, the fact that a research team of computer scientists and
statisticians has been working on this problem for several years now and the severe
concerns regarding the accuracy of the results that were raised after results from a
test run of the algorithm using 2010 Census data were released [12, 13, 14, 15] illus-
trate the difficulties when trying to implement the ideas in practice. Many problems
arise, since the requirements when implementing differential privacy approaches at
government agencies are fundamentally different from the requirements in industry:
The data should be available for many years, results should be reproducible, users
of the data are typically interested in making inferences regarding a specific target
population, agencies are not the final users of the data, incentives for sharing the
data are virtually non-existent, etc. All these aspects need to be taken into account
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when considering whether the concept might be a viable approach for solving the ever
existing dilemma between confidentiality protection and broad access to the data.
This talk is not meant to provide a road map how to implement differential privacy
at government agencies. Instead, it will highlight some important aspects that need
to be on everybody’s radar and open questions that still need to be addressed when
thinking about if and how the concept could be applied in the government context.
The talk will address the following aspects:

• Data availability and access: I will discuss the challenges arising for the
typical data products at government agencies with limited sample sizes but
very detailed information. I will also illustrate why neither the query response
system, for which differential privacy was originally developed nor restricted
access for accredited researchers will be an option when adopting differential
privacy for government agencies.

• Understanding the privacy guarantees and impacts on accuracy: I
will highlight the difficulties in anticipating the impacts that guaranteeing dif-
ferential privacy will have on the accuracy of the results obtainable from the
protected data. I will also show that guaranteeing differential privacy alone is
not sufficient to protect respondents from harm and that understanding the level
of protection provided through differential privacy is not trivial.

• Differential privacy in the survey context: I will illustrate why imple-
menting differential privacy might have negative effects on the willingness to
participate in a survey. I will also discuss the difficulties in understanding the
interaction between differential privacy and common data processing steps such
as weighting and imputation and the challenges when trying to account for the
data protection procedures when making inference to the underlying population.

• Setting the value of ε: Deciding which value to choose for the privacy param-
eter ε is always difficult. However, statistical agencies face additional challenges
as they cannot fully anticipate the future uses of the data, they have to take
into account that low accuracy may also have negative consequences for the
respondents and that the data release might also affect units that did not have
a chance to decide whether they want to be part of the database.
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